ALGORITHMS WITH STABILIZING COEFFICIENTS FOR SOLVING POORLY DETERMINED RADIOPHYSICS PROBLEMS

This article describes the algorithms with correcting and stabilizing coefficients to provide sustainable solutions to systems of equations related to poorly determined tasks of electrodynamics and nonlinear dynamics. It demonstrates the use of the modified algorithms in the task of \( E_0 \)-waves propagation in irregular waveguide and dynamic model of Rössler’s chaos. In the latter case the article demonstrates that “deterministic” (i.e. regenerating) chaos is impossible. Fig. 5. Ref. 6 title.
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There is a wide class of poorly determined or incorrectly formulated tasks in both electrodynamics and nonlinear dynamics. For example, in electrodynamics there are tasks of calculating the supercritical or partial (irregular structures) waveguide supercritical waves, in nonlinear dynamics there are dynamic (“deterministic”) chaos modes in oscillatory systems. In the first case, an arbitrarily small calculation errors or initial conditions lead to an exponential error, i.e. to the divergence of the solution [1, 2]. In the second case, an arbitrarily small calculation errors lead to their accumulation and to attractor malfunction so appears “actuation” produced by natural noises in physical systems, rather than “numerical noise” of numerical model, where chaos has indeed “deterministic” nature.

The article suggests several modifications for “numerical noise” elimination to ensure the sustainability of solutions in relation to calculation errors.

1. \( E_0 \)-wave propagation in irregular waveguide with circular cross-section. The theory of wave propagation in irregular waveguides based on the method of coordinate transformation and projection method leads in the end to double point boundary-value problem for system of ordinary differential equations (ODE) in relation to the amplitudes of coupled normal waves in a transformed coordinate system [1]. ODE for irregular waveguide with circular cross-section is divided into \( H_0 \)- and \( E_0 \)-waves (zero-azimuth index waves), i.e. \( H_0 \)- and \( E_0 \)-waves systems become independent [1]. Thus, excitation problems are solved independently for \( H_0 \)- and \( E_0 \)-modes.

The proposed article uses (for formulation of excitation equation \( E_0 \)-waves) suitable approach (from the point of view of the above considerations [4, 5]): \( \vec{E}' \) is excluded in the transformed system and the equation of the second order is solved for \( \vec{H}' \). After such an approach the boundary value \( E_0 \)-waves problem becomes a scalar (\( \vec{H}' \) has only one component \( pH'_y \)), and the resulting ODE system relative to normal waves amplitude is transformed to even form. The demonstrated examples of numerical solution of \( E_0 \)-waves tasks allow illustrating the stability of numerical algorithms for solving ODE system received for \( E_0 \)-waves.

It is important to emphasize the relevance of equation formulation for \( E_0 \)-waves excitation in irregular waveguides with a circular cross-section in adequate form for stable numerical methods, as these types of waves are used in superpowerful Cherenkov’s amplifiers and generators ensuring the creation of radar systems and anti-ballistic missile systems of new generation.

Here we consider the longitudinally-irregular waveguide with circular cross-section, internal border set as \( b(z) \), \( b \) is the waveguide radius, \( z \) is the longitudinal coordinate. Boundary condition on a perfectly conductive inner surface \( b(z) \) is specified as

\[
\left[ \vec{n} \vec{E} \right]_{r=b(z)} = 0.
\]

After a coordinate transformation (moving from real coordinate system \( r, \varphi, z \) to \( \rho, \varphi, z \), where \( \rho = r/b(z) \)), get the boundary condition

\[
\left[ \vec{n} \vec{E} \right]_{\rho=1} = 0,
\]

then Maxwell’s equations are the following form (vacuum medium) [1, 5]:

\[
\text{rot} \vec{H}' = \varepsilon_0 \varepsilon_e \frac{\partial \vec{E}'^*}{\partial t} + \hat{\varphi} \vec{J}', \quad \text{rot} \vec{E}' = -\mu_0 \mu_m \frac{\partial \vec{H}'}{\partial t}.
\]

Here \( \varepsilon_0, \mu_0 \) are the dielectric and magnetic permeability of vacuum accordingly, and auxiliary vector components \( \vec{E}', \vec{H}', \vec{J}' \) this way are associated with covariant vectors \( \vec{E}, \vec{H}, \vec{J} \) (physical...
vectors of electric and magnetic fields and electric current density) [1, 4, 5]:

\[ \vec{E} = E_x a^1 + E_y a^2 + E_z a^3, \]
\[ \vec{H} = H_x a^1 + H_y a^2 + H_z a^3, \]
\[ \vec{J} = J_x a^1 + J_y a^2 + J_z a^3. \]

Where \( a^1, a^2, a^3 \) are reciprocal unorthogonal coordinate system vectors \( \rho, \varphi, z \):

\[ a^1 = \frac{r_0}{b} - \frac{z}{b} \frac{\rho}{dz}, \quad a^2 = \frac{\varphi}{b}, \quad a^3 = z_0. \]

Contravariant tensor \( \hat{g} \) is [1, 5]:

\[ \hat{g} = \begin{pmatrix} g_{11} & 0 & g_{13} \\ g_{21} & 0 & 0 \\ g_{31} & g_{33} & 0 \end{pmatrix} \]

(4)

Covariant tensor \( g^{-1} \) is

\[ g_{11} = 1 + \rho^2 \left( \frac{db}{dz} \right)^2, \quad g_{13} = g_{31} = -\rho b \frac{db}{dz}, \quad g_{33} = b^2. \]

Now eliminate from the system (3) \( \vec{E} \) then get the equation for \( \vec{H}' \):

\[ \text{rot}(\hat{g}^{-1} \text{rot} \vec{H}') - \varepsilon_0 \mu_0 \frac{\partial^2}{\partial t^2} (\hat{g} \vec{H}') - \text{rot} \vec{J}' = 0. \]

Believing that the process is periodic and established (stationary modes of relativistic TWT and BWT) can present the solution \( \vec{H}' \) in the form of

\[ \vec{H}' = \Re \sum_{m=0}^{\infty} \hat{H}'_m e^{im\omega t}. \]

Now return to the item of \( E_0 \)-wave excitation in the waveguide. Then taking into account boundary condition (2) \( \hat{H}'_m \) can be represented as the next finite series [1, 4, 5]:

\[ \hat{H}'_m(z) = J_0(v_0, \rho), \]

(8)

For getting the ODE system finding \( E_0 \) associated normal wave amplitudes will take advantage of projection Galerkin’s method. Substitute solution (7), (8) in the source system (6) and replace its equivalent projection system of equations:

\[ \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\pi} \left[ \text{rot}(\hat{g}^{-1} \text{rot} \hat{H}) - \varepsilon_0 \mu_0 \frac{\partial^2}{\partial t^2} (\hat{g} \hat{H}) \right] \times \phi_0 J_1(v_0, \rho) \rho d\rho d(\omega t) = \]

\[ = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\pi} \text{rot} \vec{J}' \phi_0 J_1(v_0, \rho) \rho d\rho d(\omega t); \]

(9)

After insert equations (8) taking into account (4), (5) into (9) for \( \hat{H}'_m \) is ODE system to \( \hat{A}'_m \):

\[ \frac{d^2 \hat{A}'_m}{dz^2} + \left( m^2 - \frac{v_0^2}{b^2} \right) \hat{A}'_m + \frac{1}{\hbar \nu_p} \sum_i \left[ \frac{2}{b^2} I_{1p} \hat{A}'_m - \frac{1}{b^2} J_{1p} \right] = \]

\[ = I_{1p}(z), \quad \nu_p = 1, 2, ..., \]

(10)

Boundary condition for ODE system (10) matched on regular waveguide ends has the standard form [1].

The system (10), however, does not satisfy our task, because it contains the first derivative of \( \hat{A}'_m \) function that leads to instability of the computational algorithm. Therefore, we introduce the replacement: \( \hat{A}'_m = b(z) \hat{C}'_m(z) \). Then ODE system has required even representation (the main part).

Physical magnetic field intensity at \( m \omega \) frequency is expressed as \( \hat{H}_m = \phi_0 \hat{H}_m \), where

\[ \hat{H}_m = \sum_{p=1}^{\infty} \hat{C}'_m(z) J_1(v_0, \rho) \left( \frac{r}{b(z)} \right)^{im\omega t}. \]

(11)
And physical electric field intensity $\tilde{E}_m$,

$$
\tilde{E}_m = \frac{1}{\text{im} \omega \varepsilon_0} \left( \frac{\partial^2 H_m}{\partial r^2} \right)_{r=0} - \frac{\partial H_m}{\partial z} \left( \frac{1}{\varepsilon_0} \right)_{z=0},
$$

here complex amplitude $\hat{C}_m^M$ is used by the equation:

$$
t^2 \frac{d^2 \hat{C}_m^M}{dz^2} + \left( m^2 - \frac{v_0^2}{b^2} + \frac{1}{b^2} \left( \frac{db}{dz} \right)^2 + 2 \frac{d^2 b}{dz^2} \right) \hat{C}_m^M + \frac{1}{b^2} \left( \frac{db}{dz} \right)^2 \hat{C}_m^M + \sum_{k=1}^{l} \left( \frac{2}{b^2} \frac{db}{dz} \hat{C}_m^M \left( \frac{db}{dz} \right)^2 + \frac{1}{b^2} \frac{d^2 b}{dz^2} \right) \hat{C}_m^M + \frac{1}{b^2} \left( \frac{db}{dz} \right)^2 \hat{C}_m^M = 0.
$$

Here are the following designations: $b(z)$ - profile waveguide; $v_0 = p - \text{root of the Bessel function } J_0(\nu_0)$; $J_0(v_0) = 0$; $h_{pp} = J_1(\nu_0)2$; $p = r(b(z))$.

$$
I_{1lp} = \int J_0(v_0, \rho) J_1(\nu_0, \rho) v_0 \rho^2 d\rho,
$$

$$
I_{3lp} = \int J_1(v_0, \rho) J_1(\nu_0, \rho) v_0 \rho^2 d\rho.
$$

Equations (11) and (12) are given in length units for $z, b(z)$. It is obvious that if the left and the right of these equations are multiplied by $1/k^2 = c^2/\omega^2$, that quantity $z, b(z)$ are converted into dimensionless, that obviously comfortable for making calculations. From this point on let us take designation of these values without modification that is for (11) and (12) equations $b(z) = kb(z), z = kz$.

The even form of excitation equations $E_{0e}$-wave (12) opens the way to use even algorithms for step-by-step solution of these equations proposed in [5] and tested on solution of $H_0e$-waves tasks [5]. Let us use step by step algorithm described in [5] of even equation solution for $H_0e$-waves

$$
t^2 \frac{d^2 \hat{C}}{dz^2} + Q(z) \hat{C} = f
$$

in the following form:

$$
\hat{C}_{k+2} = \frac{2\hat{C}_{k+1} - \hat{C}_k \tau^2 + \hat{C}_{k+1} \tau^2 + h^2 \hat{f}_{k+1} \tau^2}{\tau^2},
$$

where $\tau > 1$ the number selected when specific calculations, at that $\tau \rightarrow 1$ when reducing integration step. Introduction to algorithm (14) parameter $\tau > 1$ is caused necessity to ensure the uniqueness of solution of boundary-value problem for the equation (12): the decision must have the only field component excited by sources at the left end. Actually when using standard algorithms through very minute calculation errors appears backward field component which is not consistent with the physical meaning, which for supercritical modes increases exponentially in $+z$ direction, leading to a rapid solution collapse. Introduction of the parameter $\tau$ in algorithm excludes appearance of incorrect component and thus ensures the sustainability of step-by-step procedures for the calculation. Note that the introduction of the parameter $\tau$ is necessary to meet the conditions of the uniqueness of a solution theorem: the environment must have a place at least small losses.

The calculated waveguide profile $b(z)$ in Fig. 1, a, and in Fig. 1, b – distribution $C_{1p}$ when the number of steps for even algorithm $N = 20 000$. Acceptable accuracy is achieved when $N = 2 000$.\[\text{Fig. 1.} E$-wave field calculation using an even algorithm: waveguide profile and $v_0$: $-\cdots$ $v_{01}$, $\cdots$ $v_{02}$ (a); $C_{1p} (z)$ when $N = 20 000$: $-p = 1, \cdots$ $p = 2; -p = 3; -p = 4$ (b)\]

Fig. 2 illustrates the convergence even algorithm when increasing $N$: here are the dependences of maximum along $z$ for relative error $\delta_{1p}$ and the dependences $1/\tau_p$ from $N(p = 1, 2, \ldots)$.\[\text{Fig. 2.} E$-wave field calculation using an even algorithm: waveguide profile and $v_0$: $-\cdots$ $v_{01}$, $\cdots$ $v_{02}$ (a); $C_{1p} (z)$ when $N = 20 000$: $-p = 1, \cdots$ $p = 2; -p = 3; -p = 4$ (b)\]
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2. The elimination of exponential calculation errors. Let us use recurrent calculation formula of exponential function $e^{A\tau}$ ($A$ – a complex number) [2]:

$$e^{A\Delta n} \approx \frac{(2 + \Delta A)^n}{(2 - \Delta A)^n}$$

(15)

Here $t = \Delta n$; $\Delta$ – step, $n$ – node number.

Let function $f(t)$ is calculated by using a simple one-step algorithm:

$$f_{n+1} = f_n + \Delta f_n,$$
$$f_{n+1} = f(t_{n+1}) = f(\Delta(n+1)),$$
$$f_n = f(t_n) = f(\Delta n).$$

(16)

A simple numerical way to “separate from” the exponent with power ($\alpha t$) can be illustrated by calculation example with formula (15) ($e^{\alpha t}$ – “separate from” exponent):

$$f_n = \frac{(2 + \Delta A)}{(2 - \Delta A)} f_{n-1} - \beta$$

(17)

multiplicand $\beta = [1 - \Delta \alpha]$ and provides a “separate from” exponent.

One of the most famous mathematical nonlinear dynamics models demonstrating the “deterministic chaos” is the Rössler’s equation system [6]:

$$\begin{align*}
\frac{dx}{dt} &= - (y + z), \\
\frac{dy}{dt} &= x + ey, \\
\frac{dz}{dt} &= \nu - mz + xz.
\end{align*}$$

(18)

Here $e$, $w$, $m$ – constant numbers, model parameters; $t$ – argument of the functions $x$, $y$, $z$.

Let us introduce the function

$$pif = z_{k+1}^2 - z_k^2 - (z_{k+1} - z_k)(z_{k+1} + z_k).$$

This function determines a numerical residual of “energy” solution $z(t)$ and therefore is “numerical noise” indicator.

Solving the equation system (18) by the usual step-by-step methods in phase plane $x$, $y$ one gets the “strange attractor” and demonstrates “deterministic” i.e. regenerating chaos. Fig. 4 shows a similar solution with using IV order Runge–Kutta method at $e = w = 0.2$; $m = 6.5$; $\Delta = 0.00042$, $n_{\text{max}} = 100 000$. The same solution is obtained by using any other standard method – Adams, Hamming, Bimon, Werle, and others.

Note that $pif$ “surges” correlate with the occurrence of “peaks” when finding $z(t)$, that is an indicator of “attractor” malfunction in the plane $x, y$.
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Fig. 4. “Strange attractor”, “deterministic chaos” with the following model parameters \( e = w = 0.2; \ m = 6.5; \ \Delta = 0.00042; \ \eta_{\max} = 100 000, \ \alpha = 0.0979, \ pif = z_{1,1}^2 - z_1^2 - (z_{e,1} - z_i)(z_{i,1} + z_i) \)

Now construct the calculation algorithm (18) with correcting factor \( \beta = [1 - \Delta \alpha] \):
\[
\begin{align*}
x_{n+1} &= \left(y_n + z_n\right)\Delta + x_n \beta, \\
y_{n+1} &= \left[x_n + ey_n\right] \Delta + y_n \beta, \\
z_{n+1} &= \left[w\Delta - m\Delta z_n + \Delta x_n z_n + z_n\right] \beta.
\end{align*}
\] (19)

Basing on algorithm (19) let us find solution of equation system (18) given the same as in the previous case of options: \( e = w = 0.2; \ m = 6.5; \ \Delta = 0.00042, \ \eta_{\max} = 100 000, \ \alpha = 0.0979, \) “strange attractor” and “chaos” are not present, the solution leads to steady-state limit cycle.

Solution repetition when \( \Delta = 0.008, \ \eta_{\max} = 10 000, \ \alpha = 0.1017 \) leads to exactly the same result, that is shown in Fig. 5.

As can be seen from Fig. 5, \( pif = 0 \) if \( t > 0.5 \), i. e. “numerical noise” is eliminated while forming limit cycle. The system solution (18) gives a stationary attractor in the plane \( x, y \). Thus, emergence of “strange attractor” and “deterministic chaos” is the consequence of the exponential calculation error accumulation of poorly determined model equation system. The introduction correcting coefficient \( \beta \) eliminates the numerical error and chaos does not
occur as it should be for a deterministic mathematical model. In real physical system described by model (18) chaos might occur because the system is unstable due to natural noise. But it will not be deterministic, i. e. regenerating chaos, since natural noise cannot be regenerating.

**Conclusion.** Mathematical physics equations related to poorly determined tasks electrodynamics and nonlinear dynamics can be solved by the listed algorithms with correcting or stabilizing coefficients β and τ in the article.
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